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Abstract 
The article considers an interdisciplinary task that combines pedagogical aspects and 

visualization issues. Since graph models have become widespread, the study of graph theory 
in universities has become a constant practice. The article deals with the development of an 
application program that, on the one hand, helps to comprehend graph theory, in particular, 
algorithms on graphs, and on the other hand, allows you to objectively evaluate the 
knowledge gained. If we talk about testing knowledge using computers, then as a rule, we are 
talking about testing. But for the verification of the knowledge of algorithms on graphs, the 
tests possibilities are very limited. For example, when working with the algorithm "search in 
depth" (or "search in width"), we deal with tasks that have more than a hundred (!) positive 
responses. In other tasks, the number of correct answers is measured in units (for example, 
when searching for the shortest path), but there is a high probability of guessing, finding the 
answer by methods unrelated to the algorithms being studied. Of course, it is possible to 
divide the initial tasks into many smaller ones that are already suitable for testing, but 
knowledge of the details and features does not always indicate knowledge of the algorithm as 
a whole. The article describes an application program that allows the user to perform actions 
according to the selected algorithm. The developed visualization program reproduces the 
result of these actions on the screen and at the same time checks the correctness of these 
actions.  

Keywords: Visualization of algorithms, algorithms on graphs, application program, 
spanning tree, vertex traversal, shortest path, Ford-Bellman algorithm, Dijkstra algorithm, 
cyclomatic matrix.  

 

1. Introduction 
The article discusses the problems of graph visualization when creating the knowledge 

control application program on graph theory. Graphs are widely used in various fields of 
knowledge, such as sociology, mathematical linguistics, economics, biology, medicine, 
geography, programming, electronics. Now it is probably difficult to give an example of a 
direction of human activity where graphs are not used at all, since they provide a convenient 
language for describing various models [1-3]. All this leads to the fact that the study of graph 
theory is of great importance. 

Since it is believed that about 90% of all the information a person receives through vision, 
and the name graph itself speaks of connections with graphics, images, work on computer 
visualization of graphs appeared immediately as soon as progress in the development of 
hardware made it possible to make the graphical interface and computer graphics convenient 
for a person. Note that not all tasks for computer visualization of graphs turned out to be 
simple and unambiguous. Especially difficult problems arise when visualizing large graphs 
[1,2,4,5,6,7]. 
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When studying graph theory in the course of discrete mathematics, working with large 
graphs is not required, demonstration of drawings of graphs containing no more than 2 dozen 
vertices and slightly more edges does not cause difficulties and is well perceived by students. 
Moreover, in many cases it is possible to limit ourselves to considering planar graphs. But 
everything changes when it comes to algorithms on graphs. When studying algorithms on 
graphs, static images are clearly not enough. Graph algorithms often have a complex 
structure, a large number of steps and condition checks. For a quick understanding of such an 
algorithm, just to read its description and view a static diagram, even a very detailed one is 
not enough. It is desirable to be able to trace the stages of graph processing by the selected 
algorithm. 

To solve the described problems in the study of graph theory, the authors formulated an 
interdisciplinary task that combines pedagogical aspects and visualization issues. From the 
point of view of teaching, it is important to take into account the sequence of presentation of 
the material as its complexity increases. At the same time, this sequence should determine 
the principle of creating an application program and highlight the most important aspects of 
visualization of methodological developments. For visualization, you can use techniques of 
various color solutions, notation, complex images of actions on graphs, interactivity. The 
principles of object-oriented programming were chosen as a software solution for the 
implementation of techniques of various color solutions, designations, complex images of 
actions on graphs, interactivity. In the presented knowledge verification application program, 
for example, classes "Graph", "Graph vertex", "Graph Edge" are created. Techniques of color 
solutions, various designations, actions on graphs, interactivity are defined as methods of 
these classes. The program was developed in the Microsoft Visual Studio environment in C#. 

To do this, many authors create animations of these algorithms [8-11], but for a faster and 
deeper study of the issue, the possibility of conducting independent tests, i.e. performing 
actions according to the chosen algorithm, is useful. Of course, the correctness of actions 
should be checked. In the classroom, the teacher is engaged in checking, but it can be 
transferred to a computer, which is important for self-study or distance education. Moreover, 
it is important to check not only the completed work, but also intermediate solutions. 
Working with the program should be interactive. And to ensure successful interactive work, 
we will need a lot of designations and the use of various color solutions. The program should 
provide the user with the opportunity to perform various actions that are determined by the 
selected algorithm, while the picture on the screen should change according to the actions 
performed and be understandable to the user. On the one hand, such a program is useful 
when studying algorithms, and on the other hand, it can be used to evaluate knowledge [12-
14]. 

Therefore, the task was set to create an application program for testing knowledge in 
graph theory, which on the one hand will be useful to students when studying algorithms due 
to their visualization, and on the other hand it can be used by a teacher to assess knowledge 
[12-14]. The development of such a program will contribute to the formation of 
methodological and software tools that allow students to perceive information efficiently and 
effectively in the learning process on the basis of an interactive component, and the teacher 
can quickly assess the acquired knowledge. 

2.1. Visualization of actions according to the algorithms "search in 
width" and "search in depth" 

The algorithms "search in width" and "search in depth" are quite simple for visualization. 
Only two actions can be performed with the selected vertex: either put it in an auxiliary object 
(stack or queue), or put it in the traversal list, the student uses the switches to determine 
which actions he wants to perform at a particular time and selects the vertex by clicking it 
(see Figure 1). Since a vertex, once in an auxiliary object (stack or queue), must be marked, 



this label is depicted as the color of the vertex in a paler color. At the moment of selecting a 
vertex, it is colored red, regardless of the operation that will be performed. 

 

 
Figure 1. Using the "search in width" algorithm, a graph traversal list is generated. At the step 

under consideration, the selected vertex "h" is placed in the traversal list. 
 
In case of an error the program outputs a message and counts errors. Since in such work 

mistakes can be made not only from ignorance of the algorithm, but also from excitement or 
inattention, the student is allowed to make 3 mistakes. If a student makes 4 mistakes, then 
his work is reset to zero and he has to do the task again on the same graph. The student works 
with the same graph, but when the program starts, this graph is selected using a random 
number generator from a list of pre-prepared graphs. In the previously developed program 
[11], random generation of the graph itself was used, but later we came to the conclusion that 
it is better to use pre-prepared variants [12], and only give the random process the choice of 
one of them. To create variants of tasks, a special editor has been developed that allows you to 
build graphs of the required level of complexity. If a weighted graph is considered, then the 
weights of the edges are determined randomly each time the program is run. 

2.2. Visualization of the actions of shortest path search algorithms 
The knowledge testing program implements tasks on two algorithms for finding the 

shortest path - the Ford-Bellman algorithm and the Dijkstra algorithm. The first algorithm 
consists of two stages: the stage of calculating indexes and the stage of constructing the 
shortest path. Therefore, first the program suggests calculating the indices of the vertices (see 
Figure 2). In order to record the index of the vertex, the student selects the vertex itself, it is 
painted in red, and in the lower right corner of the form an input field appears in which the 
calculated index can be written, and the "Save" button, clicking on which the student will 
associate the entered value with the selected vertex. 

 



 
Figure 2. The Ford-Bellman algorithm. The currently selected vertex is indicated in red, it is 

its index that is adjusted in the input field located in the lower right part of the window. 
 
After calculating the indices of all the vertices of the graph, the student will click the 

"Complete index calculation" button. If there are errors in the calculated indexes, the 
program will ask if the student wants to find them and fix them himself. The student can 
agree and correct the errors, and send the solution for review again. If the student refuses to 
look for errors, the program will display an analysis of these errors and the student will not be 
able to correct them. If the errors do not concern the shortest path, then the program will 
allow you to continue working and build one of the shortest paths. Since the error analysis is 
displayed on the screen (Figure 3), the teacher can evaluate the work in full. 

For example, in Figure 3, the work is done, but with errors. To display the results of error 
analysis, the vertices of the graph were numbered, the vertex numbers are shown in white on 
an orange background, the errors themselves are listed in the lower left corner of the window. 
The shortest path is constructed correctly, the edges included in this path are colored orange. 

 

 
Figure 3. Ford-Bellman algorithm: completion of work in which uncritical errors were made. 

 
If the incorrect indexes lie on the shortest path, then it is impossible to continue the work, 

and the student will have to do it again. 
In Dijkstra's algorithm, it is also necessary to calculate vertex indexes, but in this 

algorithm the procedure is more complicated, a vertex can be traversed, active, highlighted, 
or not examined at all. And there are not two, but three action mode switches on the form. If 
we analyze the situation in Figure 4, we will see that the purple color shows passed vertices. 
One of the passed vertices is active, it is marked with a blue frame. The currently selected 



vertex is drawn in red color, the index of the red vertex is being adjusted in the input field 
located in the lower right part of the window. The remaining vertices are colored orange so 
far, as they have not been considered yet. 

 

 
Figure 4. Dijkstra's algorithm. 

 
Each completed action of the student is checked, errors are reported, and counted. Just 

like when checking bypass algorithms, it is allowed to make no more than 3 errors. On the 
fourth error, all actions are reset to zero, and the student begins to do the work again. 

 

 
Figure 5. Dijkstra's algorithm. The work is almost complete, but because of the fourth  

error, we will have to start all over again. 
 
Such "rollbacks" (see Figure 5) mobilize students, they are excited, and desire to beat the 

program. Moreover, the program makes it possible to view descriptions of all the algorithms 
under consideration. 

2.3. Coloring edges of graphs 

When constructing spanning trees and cycles, edge coloring is used, in some cases partial 
coloring is used. For example, when constructing a minimum weight spanning tree, if the 
user has made a mistake, then he is given the opportunity to look at one of the correct answer 
options. In order for the student to compare this tree with his own, there is a viewing mode 
with half-colored edges (see Figure 6). In Figure 6 chords are colored black, the edges of the 
spanning tree are yellow. 

 



 
Figure 6. Finding the minimum weight spanning tree. The student made a mistake and was 

asked to look at one of the correct answers. The tree is painted green. In points a) and b) 
there are different types of edge painting. 

 
Partial coloring is also used when working with cycles. For example, when using the cycle 

image, it is necessary to find the basic cycles into which the original one is decomposed. Since 
it is important to know which chords are included in the original cycle to solve this problem, 
partial painting of the edges included in it is used. If necessary, you can also enable full 
coloring by raising the checkbox "full painting of the edges of the cycle", in this case it is more 
difficult to find the necessary chords, but the cycle itself is better viewed. Since the cycle is 
selected (of course, randomly) in such a way that it can be represented as the sum of 2 or 3 
basic cycles, then there are three drop-down lists on the form, each of which contains the 
names of all basic cycles. To compile the formula, you need to choose the names of the terms 
of the cycles. 

 

 
Figure 7. Given a cycle, it is necessary to find the basic cycles that define it. The edges of the 

cycle are partially colored in red. Partial painting can be replaced with a full one. 
 



Figure 7 shows one of the cyclomatic tasks. In this case, not its weight is printed next to 
the edge, but its number, which is then used in the cyclomatic matrix. The program offers 
several graph theory problems related to topics related to cycles. 

All these tasks are connected by one goal – the construction of a basic cyclomatic matrix 
and its use. Therefore, the work is based on the following plan: 

1. Defining a cycle using a vector consisting of zeros and ones. 
 a. Construct a cycle according to a given vector. 
 b. Construct a vector according to a given cycle. 
2. The basic system of vectors 
 a. Building a spanning tree. 
 b. Definition of a cyclomatic number. 
 c. Construction of basic cycles included in the system defined by the constructed 

spanning tree. 
3. Decomposition of an arbitrary cycle into basic cycles.  
 a. Two or three basic cycles are given (their names are indicated, which are used in 

the basic cyclomatic matrix) it is necessary to build a cycle equal to the sum (addition modulo 
2 is considered) of these cycles. 

 b. Given a cycle (see Figure 7), it is necessary to find the basic cycles into which it 
decomposes. The names of the cycles into which the source is decomposed can be found in 
the drop-down lists. 

Since the program performs various types of checks at each step, it counts errors and 
eventually prints their number. 

Conclusion 
In the proposed article, the interdisciplinary task was considered, which is implemented 

in the form of the application program [12] used in the study of the discipline "discrete 
mathematics". The considered computer program has proven itself well in distance learning, 
in addition, and in full-time classes, it diversifies the learning process, making it more 
entertaining, but no less informative. Despite the fact that many conventions are used when 
implementing various situations on the screen, students quickly understand them and use 
them with confidence. 

The novelty of our research lies in the fact that an interactive computer program has been 
developed using graph visualization, which helps to study algorithms such as "breadth 
search", "depth search", the Ford-Bellman algorithm (shortest path search), Dijkstra 
algorithm (shortest path search), the algorithm for finding the spanning tree of the least 
weight, Terry's algorithm and the rules for constructing a cyclomatic matrix. When 
introducing this program into the educational process, it was noted that the learning rate has 
increased. Before using the developed program to study algorithms for finding shortest paths, 
2 practical classes were required, one lesson for each algorithm. After the introduction of the 
program into the educational process, it took only one lesson to study both algorithms, while 
the teacher did not take stacks of sheets of paper with him for verification. At the exam, 
students' answers to questions and tasks on algorithms became more confident, and 2 
additional topics that previously belonged to electives were transferred to the main program 
of the discipline. 
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